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Abstract

Objective. Spatial scheduling of electrode activation (‘rastering’) is essential for safely operating
high-density retinal implants, yet its perceptual consequences remain poorly understood. This
study systematically evaluates the impact of raster patterns, or spatial arrangements of sequential
electrode activation, on performance and perceived difficulty in simulated prosthetic vision (SPV).
By addressing this gap, we aimed to identify patterns that optimize functional vision in retinal
implants. Approach. Sighted participants completed letter recognition and motion discrimination
tasks under four raster patterns (horizontal, vertical, checkerboard, and random) using an
immersive SPV system. The simulations emulated epiretinal implant perception and employed
psychophysically validated models of electrode activation, phosphene appearance, nonlinear
spatial summation, and temporal dynamics, ensuring realistic representation of prosthetic vision.
Performance accuracy and self-reported difficulty were analyzed to assess the effects of raster
patterning. Main results. The checkerboard pattern consistently outperformed other raster
patterns, yielding significantly higher accuracy and lower difficulty ratings across both tasks. The
horizontal and vertical patterns introduced biases aligned with apparent motion artifacts, while the
checkerboard minimized such effects. Random patterns resulted in the lowest performance,
underscoring the importance of structured activation. Notably, checkerboard matched
performance in the ‘No Raster’ condition, despite conforming to groupwise safety constraints.
Significance. This is the first quantitative, task-based evaluation of raster patterns in SPV.
Checkerboard-style scheduling enhances perceptual clarity without increasing computational load,
offering a low-overhead, clinically relevant strategy for improving usability in next-generation

retinal prostheses.

1. Introduction

Retinal degenerative diseases, such as retinitis pig-
mentosa (RP) and age-related macular degeneration,
are major causes of severe vision loss, often diminish-
ing quality of life and personal independence (Hamel
2006, Prem Senthil et al 2017, Sainohira et al 2018).
While early-stage RP may benefit from emerging
treatments like gene and stem cell therapies (Russell
et al 2017, Da Cruz et al 2018), electronic visual

© 2025 The Author(s). Published by IOP Publishing Ltd

prostheses remain a critical option for individuals in
the advanced stages of degeneration (Beyeler et al
2017b).

Visual prostheses function by capturing visual
input, typically with an external camera, and con-
verting it into electrical signals delivered to implanted
microstimulators (Weiland et al 2016, Fernandez
2018). These devices stimulate surviving neurons in
the retina or visual cortex, evoking the perception
of flashes of light (phosphenes). Among retinal
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devices, the Argus II Retinal Prosthesis System
(Vivani Medical, Inc.; formerly Second Sight Medical
Products, Inc.) was the first to achieve regulatory
approval (Luo and da Cruz 2016) and has been
implanted in 388 individuals worldwide (personal
communication with Cortigent, Inc. 2024). Currently
nearing commercialization is PRIMA (Lorach et al
2015, Palanker et al 2020), a compact subretinal
implant with a photovoltaic design that elimin-
ates the need for external cables. Originally com-
mercialized by Pixium Vision, the technology has
since been acquired by Science Corporation, which
is now advancing its development. Meanwhile, cor-
tical prostheses with higher electrode counts are being
developed to bypass the retina entirely, potentially
providing a treatment option for a wide range of
blindness causes (Musk and Neuralink 2019, Chen
et al 2020, Jung et al 2024).

Advancing high-resolution prostheses presents
significant challenges. Safety guidelines established by
regulatory agencies, such as those from the US Food
and Drug Administration (FDA), limit the number
of electrodes that can be activated simultaneously or
in close succession to prevent adverse events, neural
damage, and electrode degradation. While these con-
straints are essential, they also hinder the resolution
required for complex functional tasks.

One strategy to address these limitations involves
preprocessing the visual input, using methods like
edge detection or semantic segmentation to sim-
plify scenes and emphasize task-relevant features
(Parikh et al 2010, Vergnieux et al 2017, Sanchez-
Garcia et al 2020, Han et al 2021, Rasla and Beyeler
2022). Although preprocessing may enhance percep-
tual clarity by emphasizing salient or task-relevant
features of the scene (Beyeler and Sanchez-Garcia
2022), safety constraints still necessitate activating
only a subset of electrodes at any given moment.

Existing prostheses, such as Argus II, address this
by activating subsets of electrodes (timing groups;
Second Sight Surgeon Manual 2013) in rapid tem-
poral succession. Inspired by raster scanning in dis-
play technologies, this approach sequentially seg-
ments the visual field into strips, aiming to create
the perception of a coherent visual frame. Raster pat-
terns, which define the spatial arrangement and activ-
ation order of these electrode groups, are typically
chosen randomly or adjusted heuristically based on
limited user feedback (Second Sight 2013). While
these approaches address safety concerns, they lack
systematic evaluation, leaving open questions about
how specific patterns influence perceptual and beha-
vioral outcomes. This is particularly relevant as both
retinal and cortical implants evolve to include hun-
dreds or thousands of electrodes.

Direct evaluation of raster strategies in real
implant users is currently infeasible: no commercial
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retinal prostheses are available, and clinical testing is
limited by safety constraints, device variability, and
small sample sizes. Simulated prosthetic vision (SPV)
in immersive virtual reality (VR) offers a scalable,
risk-free alternative, enabling controlled experiments
with virtual patients in realistic environments (Hayes
et al 2003, Dagnelie et al 2007, Kasowski and Beyeler
2022). To ensure realism, simulations must be groun-
ded in device-specific models. Here we focus on epi-
retinal implants because they are the best studied,
with psychophysically validated models of phosphene
appearance (Beyeler et al 2019, Granley and Beyeler
2021), temporal dynamics (Hou et al 2024b), and
nonlinear spatial summation (Hou et al 2024a). These
models provide a principled foundation for evaluat-
ing stimulation strategies such as raster scheduling.

In this study, we systematically evaluated four ras-
ter patterns (horizontal, vertical, checkerboard, and
random) using SPV to assess their effects on letter
recognition and motion discrimination tasks. We also
evaluated the influence of raster frame rate and the
number of electrodes per raster group in a follow-up
experiment. By analyzing task performance and per-
ceptual biases across these configurations, we aimed
to identify patterns that optimize usability while
adhering to regulatory safety constraints.

Although checkerboard-like scheduling strategies
are common in engineering and display systems, their
impact on human perception in the context of visual
prostheses has not been rigorously tested. Prior pub-
lications have mentioned raster scheduling only in
passing, typically without quantitative evaluation or
behavioral metrics. To our knowledge, no study has
(i) systematically compared multiple spatial raster
patterns, (ii) assessed behavioral consequences across
multiple tasks, and (iii) incorporated realistic spati-
otemporal phosphene dynamics into the simulation.
Our work addresses this gap by providing the first
data-driven rationale for selecting a checkerboard
raster pattern over the linear or random patterns cur-
rently used in commercial devices.

Because this approach generalizes across tasks
and requires no per-frame computation or patient-
specific calibration, it offers a low-overhead, high-
impact modification to existing stimulation proto-
cols. As such, it represents a translationally relevant
solution for improving usability in current and future
implant systems.

As high-resolution prosthetic technologies for
retinal and cortical applications continue to develop,
refining electrode activation strategies will be essen-
tial to bridge the gap between engineering advance-
ments and the practical needs of individuals with vis-
ion loss (Nadolskis et al 2024). Simulated experiments
like this study represent an important step toward
refining these systems and advancing their clinical
viability.
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2. Methods

2.1. Participants

We recruited 58 participants with normal or
corrected-to-normal vision (ages 18-29; M = 19.76,
SD =2.78; 34 female, 24 male) from the Department
of Psychological & Brain Sciences research participant
pool at the University of California, Santa Barbara
(UCSB). Participants served as ‘virtual patients’
(Kasowski and Beyeler 2022) in SPV experiments.
Ten participants had never used VR before. To min-
imize the risk of cybersickness or discomfort, par-
ticipants prone to light sensitivity or flashing lights
were excluded.

The study was approved by UCSB’s Institutional
Review Board. The research was conducted in accord-
ance with the principles embodied in the Declaration
of Helsinki and in compliance with local statutory
requirements.

All participants provided written informed con-
sent prior to participation. Participants were fully
debriefed after completing the study.

2.2.SPV
We used the open-source Unity toolbox
BionicVisionXR (Kasowski and Beyeler 2022) to
simulate prosthetic vision in an immersive VR envir-
onment. Participants viewed stimuli through an
HTC VIVE Pro Eye head-mounted display, with
phosphene appearance simulated using psycho-
physically validated models of epiretinal implants
(Horsager et al 2009, Beyeler et al 2019, Granley
and Beyeler 2021). This approach modeled spati-
otemporal dynamics and gaze-contingent rendering
(explained further below) to approximate the visual
experiences of epiretinal prosthesis users. To simu-
late group-based stimulation, we used the updated
‘axon map’ model, which captures nonlinear spatial
interactions and more accurately predicts the shape
distortions caused by simultaneous multi-electrode
activation in epiretinal implants (Hou et al 2024a).
To maintain generalizability while aligning with
near-future epiretinal implants, we simulated a 10 X
10 epiretinal electrode array centered over the fovea,
inspired by the Argus II implant (Luo and da Cruz
2016). Electrode pitch was fixed at 400 psm, similar to
Argus II and supporting a field of view of approxim-
ately 15°. Scene content dynamically updated based
on participants’ head and eye movements, provid-
ing a realistic approximation of user interaction with
prosthetic vision.

2.3. Raster patterns

Visual prostheses must adhere to strict safety
guidelines, including limits on electrode charge dens-
ity and simultaneous current. These restrictions
ensure safety but typically prevent all electrodes from
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being activated simultaneously. To comply, implants
such as the Argus II divide electrodes into ‘timing
groups’ (Second Sight Surgeon Manual, 2013), stim-
ulated in rapid succession. For this study, we use the
term raster pattern to refer to the spatial arrange-
ment and activation sequence of these timing groups,
analogous to raster line scanning in display systems.

To systematically evaluate performance under dif-
ferent raster patterns, we tested four configurations
with varying spatial organization and randomness
(figure 1).

e Horizontal: electrodes grouped in two adjacent
rows, stimulated sequentially from top to bottom.
This is believed to be equivalent to the default
timing groups in Argus II (Second Sight Surgeon
Manual, 2013).

e Vertical: electrodes grouped in two adjacent
columns, stimulated from left to right. This ortho-
gonal arrangement allows for comparisons with
the horizontal pattern and is designed to test
whether raster directionality influences perceptual
outcomes.

o Checkerboard: electrodes were arranged to max-
imize spatial separation across successive activ-
ations, forming a checkerboard-like pattern. To
transition between groups while avoiding appar-
ent motion, the pattern was shifted using a non-
linear strategy designed to preserve spatial separ-
ation. This approach minimized directional biases
by avoiding simple linear shifts (e.g. one-pixel over)
that could introduce apparent motion, instead
ensuring each shift maintained balanced spa-
cing and reduced perceptual interference between
phosphenes.

e Random: electrode activation randomized every
five frames, with no fixed spatial structure to assess
the importance of structured activation.

Each raster pattern divided the 100-electrode array
into five spatially distinct groups, with 20% of the
electrodes activated per group. These groups were
activated in rapid succession, completing a full ras-
ter cycle at 4.5Hz; that is, the array was refreshed
every 222 ms, with a 44.4 ms delay between groups
(i.e. an effective per-group rate of 22.5Hz). This
rate, while slower than the 2-3 ms inter-group inter-
vals typical of current devices, falls within inter-pulse
delays reported in prior Argus II studies (25-83 ms)
(Yticel et al 2022).

When applied to a visual stimulus, the raster pat-
tern divides the scene into discrete regions rendered
sequentially by the electrode groups (illustrated in
figure 2). If the stimulation sequence is sufficiently
rapid, temporal integration by the visual system may
combine these fragments into a coherent percept
(Rashbass 1970, Efron 1973). However, factors such
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Figure 1. The four raster patterns tested in the study. Electrodes were divided into five timing groups (labeled 1-5) that were
sequentially activated every 44.4 ms (i.e. an effective per-group raster rate of 22.5 Hz), thereby completing a full raster cycle every
222 ms (4.5 Hz). Horizontal: electrodes grouped into two adjacent rows, activated sequentially from top to bottom. Vertical:
electrodes grouped into two adjacent columns, activated sequentially from left to right. Checkerboard: designed to maximize the
distance between active electrodes. Random: electrode groupings were re-randomized every five frames, introducing maximal
temporal variability with no spatial constraints. This served as a deliberately unstructured baseline to test the benefit of systematic

spatial organization.

as phosphene fading, persistence, and neural adapta-
tion (Avraham et al 2021, Hou et al 2024b) complic-
ate this process, and the influence of raster patterns
on perceptual clarity and behavior remains unclear.

Supplemental video 1 demonstrates a raster
pattern with the temporal model enabled, while
Supplemental video 2 illustrates the same pattern
without temporal dynamics. Notably, the temporal
model mitigates abrupt transitions between raster
groups, producing a smearing effect that enhances
perceptual smoothness. This distinction is critical, as
vertical and horizontal patterns without the temporal
model can appear jarring and visually uncomfortable,
highlighting the importance of incorporating tem-
poral dynamics in SPV studies.

2.4, Tasks

Two eight-alternative forced-choice tasks were
designed to evaluate the effects of different raster
patterns on visual performance:

o Letter identification: modeled after Cruz et al
(2013), Kasowski and Beyeler (2022), participants
viewed one of eight Snellen optotypes (C, D, E,
E L, O, P, T) subtending 41.1° of visual angle.
Each joystick direction corresponded to a letter
(e.g. forward-left for ‘C’), confirmed with a trigger
button.

e Motion discrimination: modeled after Dorn et al
(2013), participants viewed five-second videos gen-
erated using pulse2percept (Beyeler et al 2017),
showing a single bar moving perpendicular to its
orientation. Joystick directions indicated motion
(e.g. forward-left for up/left), confirmed with a
trigger button.

Both tasks were presented in a VR environment, with
stimuli displayed on a virtual monitor in a darkened
room. Each stimulus was shown for 5 s, during which
participants could use head and eye movements to

scan the scene. Participants selected their response
using a joystick, with each of the eight directions
corresponding to a specific choice. If no response
was made during the stimulus presentation, the scene
went black, and participants were required to make a
decision. Immediate feedback (correct/incorrect) was
provided after each trial, and participants had up to
5 to finalize their response.

2.5. Simulation pipeline

The raster patterns were overlaid onto scenes, and
visual input was processed through the following
steps (figure 3):

1. Image acquisition: unity’s virtual camera cap-
tured a 60° field of view, rendered at 90 Hz.

2. Image processing: frames were downscaled to
200 x 200 pixels, converted to grayscale, and
smoothed with a 3 x 3 Gaussian kernel.

3. Electrode activation: pixel intensities nearest to
each electrode were used to compute activation
levels. Only electrodes in the current raster group
were stimulated (explained in section 2.3).

4. Spatial effects: phosphene shapes were modeled
using the axon map (Beyeler et al 2019, Granley
and Beyeler 2021), simulating elongated phos-
phenes aligned with retinal ganglion cell axons
(section 2.5.1).

5. Temporal effects: a temporal model (Horsager
et al 2009) simulated phosphene fading and per-
sistence by accounting for charge accumulation
and decay (section 2.5.2).

6. Gaze-contingent rendering: the implant location
dynamically shifted based on gaze position, ensur-
ing the scene remained aligned with participants’
fixation (section 2.5.3).

This pipeline integrated spatial and temporal dis-
tortions to provide a realistic approximation of pros-
thetic vision (Kasowski and Beyeler 2022).
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Figure 2. Raster patterns in simulated prosthetic vision. Left: the original image is converted into an electrode activation pattern
for simulating prosthetic vision. Red dots in the ‘Prosthetic Vision’ overlay indicate electrode locations. Right: to limit simulated
current per frame, the 100 electrodes were divided into five raster groups, shown by the five gray levels in the leftmost panel. Four
raster patterns were tested: vertical (groups scanned left to right), horizontal (top to bottom), checkerboard (maximally spaced
electrodes per frame), and random (new group assignments every five frames). The full array refreshed at 4.5 Hz, meaning each
raster group was activated once every 222 ms, resulting in an effective per-group rate of 22.5 Hz.

(Step 3)
Simulate Perception

(Step 1)

(Step 2)

Simulate Temporal
Effects and Render

Preprocessing

Simulate Implant

Simulate Perception
With Rastering

Figure 3. Simplified overview of the simulated prosthetic vision model. Step 1: unity’s virtual camera captures the scene and
preprocesses it (grayscale, Gaussian subsampling). Step 2: electrode activation is determined based on the visual input as well as
the placement of the simulated retinal implant. In the current study, a 3 x 3 Gaussian blur was applied to the preprocessed image
to average the grayscale values around each electrode’s location in the visual field. This gray level was then interpreted as a current
amplitude delivered to a particular electrode in the array. Electrodes are stimulated in close temporal succession according to their
raster group; Raster Group 1 (RG1) electrodes are highlighted. Step 3: perception is simulated either with (bottorn) or without
(top) rastering. Phosphene shape is determined by parameters p (spread) and A (elongation). The highlighted shape represents
the percept generated by two active electrodes in the horizontal raster condition, where only 20 out of 100 electrodes are active per
frame. Step 4: temporal dynamics are applied, and the final percept is rendered to the headset.

2.5.1. Spatial distortions

The shape of phosphenes in epiretinal devices is influ-
enced by the retinal ganglion cell axons, which tra-
verse the retina in curved paths (Rizzo et al 2003,
Beyeler et al 2019). We used the axon map model to

simulate these distortions (Beyeler et al 2019, Granley
and Beyeler 2021). Each electrode activated a region
of the retina defined by Gaussian falloff paramet-
ers p (spread) and A (elongation). The instantaneous
brightness by of each pixel (r,0) in the percept was
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computed according to:

_dz _dz
b — (4 soma 1
= Ter (g ) o

where R(6) is the path of the axon terminating at ret-
inal location (r,0), p is a point along the path, d, is
the distance from p to the stimulating electrode e, and
dsoma 1s the distance along the axon from p to the cell
body.

This formulation introduces nonlinear spatial
summation by computing the brightness at each loc-
ation as the maximum over the axon path rather
than a linear sum. This mechanism, supported by
recent psychophysical studies (Hou et al 2024a),
captures perceptual interactions between electrodes
under simultaneous stimulation, including merging,
elongation, and asymmetric brightness distributions.

Values for p and A were calibrated for each parti-
cipant using a staircase procedure (section 2.6).

2.5.2. Temporal distortions

To model temporal dynamics, we used a simpli-
fied variant of the Horsager et al (2009) model,
which incorporates two coupled leaky integrators to
simulate neural desensitization #(f) and phosphene
brightness b(t). The governing equations were:

dn (1)

ar = —Tnn(t) +bl(t)’ (2)
%ﬁ” ——nb(—an(®+h(5), ()

where by(t) was the instantaneous brightness (from
the spatial model) calculated at time ¢. Parameter val-
ues (for 5Hz: 7, =0.2s, 7, =55, and o =0.2; for
20Hz: 7, = 0.2, 7, = 55, and o = 0.25) were fitted
to reproduce temporal fading and persistence effects
reported by Subject 5 of Pérez Fornos et al (2012) (see
their (figures 3 and 4)).

2.5.3. Gaze-contingent phosphene rendering
All raster patterns in this study were rendered gaze-
contingently to simulate a more realistic and adaptive
prosthetic vision experience. Participants’ eye move-
ments were recorded in real time using the HTC Vive
Pro Eye. For each video frame, the input image was
shifted to align the participant’s current fixation point
with the center of the simulated implant. This ensured
that stimulation patterns remained stable in retinal
coordinates, regardless of eye movements.
Rendering in retinal coordinates is essential for
biologically plausible simulation: it reflects how visual
input interacts with localized neural adaptation and
temporal filtering in the retina. By contrast, screen-
fixed stimulation would result in perceptual smearing
or spatial distortions during eye movements, which
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is an unrealistic assumption for modern prosthetic
systems.

The importance of gaze-contingent stimulation is
increasingly recognized in the field (Caspi et al 2018,
2021, Paraskevoudi and Pezaris 2019), and future
implant systems are expected to incorporate this
feature, either via on-chip photodiodes or through
external eye-tracking hardware.

Eye-tracking precision in our setup was approx-
imately 1.9° on average, with 94% of samples falling
within 5° of the ground-truth target during both fixa-
tion and pursuit tasks (see supplementary materials).

2.6. Procedure

Participants completed demographic and screening
surveys prior to attending the session, which assessed
eligibility and collected background information.
Upon arrival, they donned the headset and completed
HTC’s eye calibration procedure. For a subset of par-
ticipants (n=30), additional precision checks were
conducted using a ‘follow the dot’ task (see supple-
mentary materials). Participants unfamiliar with VR
were provided extra time to acclimate using a virtual
test room and joystick controls.

2.6.1. Training phase

To help participants adapt to the spatial distortions
introduced by SPV, a structured training phase was
implemented. Training consisted of three sets of five
trials with incrementally increasing levels of distor-
tion. Initial trials featured low distortion paramet-
ers (A =50, p=150) and a pixel-like image rendered
using 400 (20 x 20) electrodes spaced 300 pm apart.
This provided a large field of view and familiar-
ized participants with the interface. Subsequent tri-
als used a reduced electrode count (100 electrodes in
a 10 x 10 grid) spaced 400 pm apart and progress-
ively increased the radial distortion (p = 300). By the
final training level, distortion parameters (A = 1000,
p =300) aligned with realistic values reported for cur-
rent epiretinal devices (Beyeler et al 2019), simulat-
ing a restricted 14.6° x 14.6° field of view. Temporal
effects, including rasterization, were disabled during
training, but gaze-contingent rendering was active to
simulate a dynamic viewing experience.

Training began with non-SPV trials (normal vis-
ion) before progressing to SPV conditions. Extensive
piloting ensured that participants reached 70%-90%
accuracy in the baseline (non-rastered) condition
after training, providing a foundation for consistent
performance during the experimental phase.

2.6.2. Experimental phase

Participants were randomly assigned to start with
either the letter identification task or the motion
discrimination task. All participants first completed
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a baseline condition (‘No Raster’), where all elec-
trodes were active on every frame but temporal effects
were enabled (see section 2.5.2). They then proceeded
through the four raster patterns (horizontal, vertical,
checkerboard, and random) in a counterbalanced
order. Each condition comprised 48 trials, divided
into six blocks of eight randomized stimuli. Blocks
were presented without explicit markers, creating the
impression of continuous randomization.

To assess whether raster rate meaningfully
impacted performance, a follow-up experiment was
conducted with a subset of participants (n = 10) who
repeated the letter task under three conditions: five
groups at 5Hz, five groups at 18 Hz (driven by the
headset’s 11 ms refresh timing), and four groups at
5Hz. Only the ‘Checkerboard’ and ‘Random’ ras-
ter patterns were tested, and condition order was
randomized.

Participants were allowed to abort the session
at any time if they felt discomfort or cybersickness.
Breaks were offered between blocks, and no par-
ticipants required intervention. Each session lasted
approximately two hours, including training, exper-
imental trials, and debriefing.

2.7. Data collection & analysis

For each trial, we recorded task accuracy (correct/in-
correct), self-reported difficulty ratings, and eye/head
tracking data.

To assess overall learning effects, we fit a general-
ized linear mixed-effects model (GLMM) with a bino-
mial distribution and logit link, using the glmmTMB
package. The model included fixed effects for Task,
RasterSetting, Block, and all interactions. A ran-
dom intercept for each participant was included to
account for individual variability:

correct ~ Task X RasterSetting X Block

+ (1 |Participant).

To focus on asymptotic performance, we fit a
second GLMM to Block 6 trials only (i.e. after
learning plateaued), with fixed effects for Task
and RasterSetting, and a random intercept for
Participant:

correct ~ Task X RasterSetting

+ (1| Participant).

For the follow-up experiment assessing the
effects of raster frequency and group size,
we used a third binomial GLMM with fixed
effects for RasterFrequency (5Hz vs =
18Hz), RasterGrouping (4 vs 5 groups), and
RasterStrategy (‘Checkerboard’ vs ‘Random’),
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including all interactions:

correct ~ RasterFrequency X RasterGroup

x RasterSetting+ (1 | Participant).

Post-hoc comparisons were performed using
estimated marginal means with Tukey correction
(emmeans package). Omnibus significance was
assessed via Type III Wald chi-squared tests.

All analyses were conducted in R (v4.3.2).

3. Results

3.1. Performance improves across blocks
To assess perceptual learning, we fita GLMM to trial-
level accuracy with a logit link, including fixed effects
for Task, RasterSetting, Block, and all interac-
tions, plus a random intercept for Participant. The
model converged successfully (AIC = 26241.3) and
revealed a significant Task x RasterSetting inter-
action (e.g. ‘TaskMotion” x ‘No Raster’: §=2.51,
SE=0.33, z=7.65, p<.001) and a positive main
effect of Block (6=0.11, SE=0.027, z=4.12,
p <.001). Because of the interaction we do not inter-
pret the main effects of Task or RasterSetting.
Accuracy improved significantly across blocks,
indicating robust perceptual learning for both tasks
and all raster patterns (figure 4). In the letter recogni-
tion task, the checkerboard pattern showed both the
highest initial accuracy and one of the steepest learn-
ing slopes, suggesting an immediate and compound-
ing advantage. In the motion discrimination task,
the “No Raster’ condition reached ceiling early, while
checkerboard again led among structured rasters.
Despite these consistent group-level trends, indi-
vidual trajectories varied markedly. The random-
intercept standard deviation (0 =0.66 log-odds)
implied a nearly twofold difference in baseline per-
formance across participants (median odds-ratio
~ 1.9). While 83% of subject-specific trends showed
improvement over time, a minority exhibited stag-
nation or decline, which likely reflects differences in
strategy, engagement, or calibration artifacts.

3.2. Performance at asymptote reflects raster
pattern quality

To assess steady-state performance, we fit a logistic
mixed-effects model to Block 6 accuracy (shown in
figure 5) across all participants (4608 trials per raster),
including fixed effects for Task and RasterSetting
and their interaction, with a random intercept for
Participant. The model converged successfully
and showed a robust Task x RasterSetting inter-
action (x*(4) =77.90, p<.001). Accordingly, we
focus on Tukey-adjusted contrasts within each task
and do not interpret the isolated main effects.
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Figure 4. Accuracy improves across blocks, with consistent group trends and variable individual learning. Accuracy is plotted over
six experimental blocks for each RasterSetting (columns) and Task (rows). The ‘No Raster’ condition served as a baseline and

reached ceiling in the motion discrimination task. Thin colored lines represent linear fits for individual participants; thicker lines

with shaded bands denote the group mean and 95% confidence interval. The dotted line marks chance performance (1/8).
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Figure 5. Final block accuracy by raster pattern and task. Accuracy in Block 6 is shown for both tasks, grouped by RasterSetting.
Boxes show median and interquartile range; colored points represent individual participants. Horizontal bars reflect significant
pairwise comparisons based on Tukey-adjusted contrasts from a binomial GLMM (* denotes p < .05). The dotted line marks
chance performance (1/8).

In the letter recognition task, the checkerboard
raster significantly outperformed all structured
alternatives. Compared to horizontal lines, accuracy
increased 3x (OR = 3.00, z=5.93, p <.001); versus
vertical, 2.8x (OR=2.83, z=5.07, p<.001); and
versus random, 4.4x (OR = 4.41,z=28.14, p <.001).
Critically, checkerboard matched the No Raster

baseline (OR =0.86, z= —0.72, p=.95), showing
that spatial scheduling can preserve performance even
under safety constraints.

In the motion discrimination task, the ‘No Raster’
condition yielded ceiling-level accuracy and outper-
formed all other patterns. Still, checkerboard led
among structured rasters, outperforming horizontal
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Figure 6. Response bias by stimulus and raster pattern. The letter recognition task (top) exhibited grouping biases for visually
similar letters ([C, D, O] and [E, E P]). In the motion discrimination task (bottom), apparent motion biases emerged for vertical
and horizontal raster patterns, favoring the direction of electrode activation. Yellow rectangles highlight expected biases.

(OR=3.42, z=6.23, p<.001), vertical (OR=
5.76, z=28.10, p<.001), and random (OR = 2.93,
z=5.55,p < .001).

These results demonstrate that checkerboard ras-
tering is the most effective of the structured options
tested, offering a practical and perceptually robust
alternative to the unstructured baseline.

3.3. Systematic biases depend on stimulus and
raster pattern

To better understand the mechanisms underlying
performance differences, we examined participants’
response biases across raster patterns and tasks
(figure 6). Distinct and interpretable patterns of con-
fusion emerged in both tasks.

In the letter task, participants were more likely
to confuse visually similar letters regardless of raster
pattern. However, confusion rates were lowest in the
checkerboard and ‘No Raster’ conditions, suggesting
that structured rasters (especially horizontal and ver-
tical) introduced additional interference.

In the motion task, horizontal and vertical rasters
introduced systematic biases aligned with their activ-
ation direction. For example, the vertical raster led
to more errors for rightward motion, consistent with
downward apparent motion introduced by sequential
column-wise stimulation. These biases were absent
in the checkerboard and random conditions, indic-
ating that spatial separation (checkerboard) and tem-
poral randomness (random) helped preserve percep-
tual neutrality.

Interestingly, across both tasks, letters D and
P were disproportionately chosen during incorrect
responses. This likely reflects an ergonomic arti-
fact: these letters were mapped to forward/backward

9

joystick motions, which may have been more intuitive
under uncertainty.

Together, these patterns support the idea that spa-
tial layout influences not only performance but also
perceptual interpretation. The checkerboard pattern
minimized biases and helped preserve veridical per-
ception across tasks.

3.4. Self-reported difficulty ratings mirror
performance trends

Participants provided difficulty ratings after each
block (1 = easy, 5 = difficult), allowing us to
quantify subjective usability alongside objective per-
formance (figure 7). Across both tasks, difficulty
ratings mirrored accuracy: conditions that yielded
higher performance were generally rated as easier.

In the letter task, checkerboard and ‘No Raster’
conditions were rated as easiest, significantly out-
performing horizontal (p < .001), vertical (p < .001),
and random rasters (p <.001). In the motion task,
‘No Raster’ again received the lowest difficulty ratings,
followed by checkerboard (p < .001 vs all other struc-
tured rasters).

These results reinforce the checkerboard pattern’s
practical utility: not only does it improve accuracy
and reduce bias, it also reduces cognitive load as
reported by users.

3.5. Checkerboard performance is robust to frame
rate and group size

To evaluate the generality of our findings, a follow-
up experiment tested whether raster frequency (5 Hz
vs 18 Hz) and number of groups (4 vs 5) modulated
performance. Ten participants repeated the letter task
using the ‘Checkerboard’ and ‘Random’ raster pat-
terns under these conditions.
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A binomial GLMM revealed a significant interac-
tion between raster frequency and raster type (B=
—1.72, p < .001); neither raster frequency nor group
size showed a main effect. Post-hoc Tukey con-
trasts confirmed that raising the array rate from
5Hz to 18 Hz markedly improved the Random raster
(B = 2.46, SE=0.45, z=5.45, p < .0001) but had no
effect on Checkerboard (B =0.73,SE=0.59,z=1.26,
p=.21). Critically, even at 18 Hz the Random raster
remained inferior to Checkerboard: log-odds differ-
ence of 1.05+0.52 (z=2.03, p <.05), correspond-
ing to an odds-ratio of ~2.9. Thus, higher refresh
narrows but does not eliminate the checkerboard
advantage.

Performance was likewise unchanged when the
number of raster groups was reduced from five to
four. Taken together, these results indicate that the
checkerboard advantage derives primarily from its
spatial layout rather than from temporal paramet-
ers such as update rate or group size, underscoring
its potential suitability for a wide range of implant
configurations.

4. Discussion

We systematically evaluated four raster patterns in a
SPV environment and found that the checkerboard
layout consistently outperformed horizontal, vertical,
and random strategies. It yielded higher accuracy and
lower difficulty ratings across both letter recognition
and motion discrimination tasks. By maximizing spa-
tial separation between simultaneously activated elec-
trodes, the checkerboard pattern reduced phosphene

interference and preserved perceptual clarity, achiev-
ing performance levels comparable to the idealized
‘No Raster’ condition, while still respecting regulat-
ory safety constraints.

These findings offer immediate translational
value. Unlike approaches that require individualized
calibration or complex preprocessing, checkerboard-
style rastering is hardware-agnostic, generalizes
across tasks, and can be implemented with minimal
overhead. As such, it represents a simple yet impact-
ful optimization for current and future high-density
visual prostheses.

4.1. Checkerboard rastering improves accuracy
and reduces perceptual artifacts
Task performance depended critically on the spa-
tial layout of electrode activation. The checkerboard
pattern yielded the highest accuracy across both
letter recognition and motion discrimination tasks
(figure 5), supporting the hypothesis that maximizing
spatial separation between active electrodes reduces
perceptual interference. This aligns with prior find-
ings that closely spaced phosphenes tend to merge,
degrading shape recognition (Horsager et al 2010,
Wilke et al 2011, Yiicel et al 2022, Hou et al 2024a).

In the motion task, checkerboard rastering fur-
ther reduced directional biases introduced by sequen-
tial activation in vertical and horizontal patterns. Its
spatial balance mitigated apparent motion artifacts
that can confound perceptual judgments.

These benefits are not tied to a specific device con-
figuration: although our simulations used a 400 pm
pitch to match the Argus II array, it is the relative
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spacing (rather than the absolute pitch) that determ-
ines raster effectiveness. As electrode density scales,
group separation scales proportionally, making the
checkerboard advantage generalizable across implant
designs.

Participants’ self-reported difficulty ratings fur-
ther underscored the checkerboard pattern’s advant-
ages (figure 7). Lower difficulty ratings in both tasks
suggest that this pattern not only enhances perform-
ance but also improves the subjective user experi-
ence, which is essential for promoting device usabil-
ity and adoption (Beyeler and Sanchez-Garcia 2022,
Kasowski et al 2023, Nadolskis et al 2024).

4.2. Limitations

While this study highlights the advantages of the
checkerboard raster pattern, several limitations must
be acknowledged.

First, although devices like the Argus II operate
at millisecond-level temporal resolution, achieving
such rapid rastering was not feasible with our VR-
based setup. More importantly, this constraint mir-
rors an emerging challenge for future high-electrode-
count implants: as the number of channels increases,
it may become impractical to cycle through all elec-
trode groups within a few milliseconds. This would
effectively push raster update rates below the flicker
fusion threshold, making the spatial arrangement of
stimulation groups (and not just timing) a dominant
factor in perception. Our findings are therefore most
relevant to next-generation prosthetic systems, where
optimizing spatial sampling strategies will be key to
improving usability and performance.

To assess this directly, we conducted a follow-
up experiment comparing 5Hz and 18 Hz stimula-
tion using both checkerboard and random raster pat-
terns. Performance improved with higher frequency
in the random condition but remained unchanged
for checkerboard, suggesting that spatial layout (not
frame rate) was the dominant factor in shaping per-
ception. This robustness strengthens the translational
relevance of checkerboard scheduling, particularly for
high-resolution implants where rapid cycling may be
infeasible.

Second, the study relied on SPV with sighted par-
ticipants. While our phosphene model is grounded
in clinical data from Argus II users (Beyeler et al
2019, Granley and Beyeler 2021, Hou et al 2024b),
it also captures nonlinear spatial interactions that
arise under simultaneous stimulation. Recent work
shows that multi-electrode phosphenes are not lin-
early additive, and our ‘axon map’ model provides
a significantly better fit to user-drawn percepts than
additive alternatives (Hou et al 2024a). However, as
with any study involving sighted participants, our
simulations cannot reproduce the long-term cortical
plasticity, perceptual reweighting, or compensatory
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strategies observed in blind prosthesis users (Sadato
et al 1996, Pérez Fornos et al 2012, Castaldi et al 2016,
Beyeler et al 2017b, Mowad et al 2020). Validating
these findings with implant recipients remains an
essential next step.

Finally, the chosen tasks (letter recognition and
motion discrimination) capture specific aspects of
functional vision but do not encompass the full range
of challenges faced by prosthesis users. Including
tasks like navigation, object recognition, and
dynamic scene analysis (Geruschat ef al 2015) could
provide a more comprehensive evaluation of raster
patterns.

4.3. Future directions

The findings from this study provide a founda-
tion for optimizing raster patterns in visual pros-
theses and suggest promising directions for future
research.

The checkerboard raster pattern consistently
demonstrated superior performance across tasks,
reducing perceptual interference and avoiding the
apparent motion biases seen with vertical and hori-
zontal patterns. This result underscores its potential
as a design principle for next-generation prosthetic
devices, particularly those with high electrode counts.
Future work should investigate how the checkerboard
pattern performs under more realistic temporal res-
olutions and with advanced device features, such as
gaze-contingent updates and dynamic stimulation
strategies.

Beyond validating these results with prosthesis
users, expanding to more complex and ecologically
valid tasks will help bridge the gap between controlled
simulations and real-world usability. Investigating
the interplay between raster patterns, electrode dens-
ity, and field of view could reveal additional insights
into optimizing stimulation strategies for practical
use.

Finally, this study highlighted substantial indi-
vidual variability in performance and learning rates.
While our experimental design held the front-end
image processing fixed to isolate the effects of ras-
ter scheduling, future work should explore how dif-
ferent encoding strategies (such as contrast normal-
ization, semantic filtering, or task-adaptive prepro-
cessing) interact with raster patterning. Our SPV
framework supports this kind of modular testing and
could help identify display strategies that generalize
more effectively across users and tasks (Han et al 2021,
Beyeler and Sanchez-Garcia 2022, Rasla and Beyeler
2022).

Data availability statement

Prosthetic vision simulations were generated with
BionicVisionXR (Kasowski and Beyeler 2022), an
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open-source Unity toolbox available at https://github.
com/bionicvisionlab/BionicVisionXR.

The data that support the findings of this study are
openly available at the following URL/DOI: https://
osf.io/nm6aw/.
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Appendix. Eye-tracking accuracy of the
HTC Vive Pro

To assess the precision of the HTC Vive Pro’s built-
in eye tracker, n =30 participants tracked a moving
on-screen dot (~ 2.4° visual angle) using their eyes.
The dot moved randomly between four corners posi-
tioned halfway between the center and edges of the
screen. It traversed the distance between points over
2.540.5s and remained stationary at each location
for 1.5s.

The angular error, defined as the distance between
the dot’s center and the user’s gaze location, was meas-
ured every 0.1s. Measurements were taken during
both fixation (when the dot was stationary) and pur-
suit (when it was moving). Mean angular error was
1.904(2048)° during fixation and 1.838(1660)° dur-
ing pursuit, with no significant difference between
the two conditions (t-test for non-equal variances,
p>0.27).

Overall, 94.1% of measurements had an angu-
lar error below 5°, and 80% were below 3°. These
results indicate that the HTC Vive Pro provides
adequate precision for gaze-contingent rendering in
SPV experiments (figure A1).
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